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Abstract

This paper looks at the problem of comparing two treatments, for a
particular patient population, where one is the current standard treat-
ment and the other a possible alternative under investigation. With
limited (finite) financial resources the decision whether to replace one
by the other is not going to be based on health benefits alone. This
motivates an economic evaluation of the two competing treatments
where the cost of any gain in health benefit is scrutinised; it is whether
this cost is acceptable to the relevant authorities which decides if the
new treatment can become the standard. We adopt a Bayesian de-
cision theoretic framework in which a utility function is introduced
describing the consequences of making a particular decision when the
true state of nature is expressed via an unknown parameter ¢ (this
parameter denotes cost, effectiveness, etc.) The treatment providing
the maximium posterior expected utility summarises the decision rule,
expectations taken over the posterior distribution of the parameter 6.

1. Introduction. A common decision problem, which arises in a medical context,
consists of comparing two treatments Ty and T}; Ty is the current treatment and Ty
a new treatment under investigation as a possible alternative to 7y. The question
— whether to replace Ty by 77 or stay with 7p. This is a decision problem and
as much as possible we should try and stay within a decision theoretic framework.
We confine our attention to the Bayesian framework and an excellent exposition
describing our position is to be found in the paper by Lindley (1961) and also in
the book by De Groot (1970) among others.

There are a number of possible perspectives which can be taken when consid-
ering this decision problem. These include the individual patient, the individual
clinician, the service provider (an NHS Trust and its formulary committee), the
purchasing authority (Health authority or GP fundholder), the health care sector
(NHS), a societal decision maker considering the impact of the decision on society
as a whole as well as the perspective of the pharmaceutical industry. Here we focus



on two broad perspectives: that of a health care sector decision maker (either in
purchasing or providing care) and that of society as a whole (see Gold et al., 1996b)

The idea is straightforward: we have two treatments and we are uncertain
about performance (equivalently, the consequences of using a treatment). We let the
parameter #; denote the performance or consequence of using 7;. The consequences
of importance are discussed in Section 3. Information is collected about 8;, via
experimentation on a sample from the population, and the posterior distribution
for #; constructed. If #; is known then we assume the consequences of the decision
are fully known and can be valued via a utility function U (4, 8;). The decision rule
is to select the treatment which has the maezimum utility. Instead, if we have a
posterior distribution for 6; to represent beliefs after seeing the data (instead of
knowing its true value) then the decision rule is to select the treatment which has
the maximum ezpected utility; expectation taken over the posterior distribution.
The following quote is from Lindley (1961):

The best decision to take is that which maximises the expected utility,
the expectation being taken over 6;.

It is becoming increasingly recognised that an economic evaluation alongside a
clinical trial, assessing health benefits and costs simultaneously, is both feasible and
necessary (Drummond and Stoddart, 1984; Drummond and Davies, 1991; O’Brien
et al., 1994; Van Hoult, 1994; Drummond, 1995). It is not difficult to motivate such
an economic evaluation of health care. A new treatment will have a ‘cost’ associated
with it. The new treatment would obviously be chosen if it demonstrated improved
benefits at reduced costs and would obviously not be chosen if costs increased but
benefits decreased. These are two extreme cases pointing to yes/no regions in the
cost/benefit space. The more difficult decisions arise when the new treatment has
improved benefit at increased cost or reduced benefit at reduced cost — does the
increase in cost justify the benefit? This should not depend on the chronological
order in which the treatments are investigated. Would the current treatment have
replaced the new treatment if the latter had been discovered first? The historical
accident dictating which of the alternatives is regarded as current practice should
be irrelevant.

Without knowlegde of the costs associated with treatments it is not possible to
discuss these fundamental questions which arise naturally in any decision making
process. Spiegelhalter and Smith (1981) discuss a utility based approach to decision
making in clinical decisions but confine their attention to quantifying utilities for
health benefit alone. They state “In general, of course, the problem of trading off
benefits versus costs of health states is a fundamental one and cannot be ignored”.
However, their approach is based on relative utilities and so it is not obvious how
costs could be incorporated, using their ideas.

There is now a substantial amount of literature on the evaluation of the cosi /benefit
of treatments with a view to selecting the optimal treatment: essentially, the opti-
mal allocation of limited resources to maximising a particular output (health ben-
efit). This is mostly, if not entirely, to be found in the kealth economic literature.



On the other hand, the problem can genuinely be regarded as a statistical decision
problem and the theory is well documented in the statistics literature. Spiegelhal-
ter et al. (1994) acknowledge that a utility/decision theoretic based approach is
“correct” but think it unfeasible. In a discussion to the paper of Spiegelhalter et
al., D. V. Lindley hopes it will not take 25 years for a statistician to tackle (and
solve) this problem, apparently unaware that health economists have been working
on it for many years.

Let us therefore accept that an economic evaluation alongside health benefits
is useful (if not necessary) in the decision making process. The question that
arises is how to use the information to decide on which treatment is ‘better’. The
most common economic evaluation of health care has been a cost-effectiveness (CE)
analysis which measures health benefit in either natural physical units or health
related quality of life (see, for example, Drummond et al., 1987; Weinstein, 1995;
Gold et al., 1996b). Cost-effectiveness analysis is concerned with the effectiveness
of treatment in routine clinical practice (a pragmatic attitude) rather than efficacy
in a controlled and atypical setting (an explanatory attitude) (see Schwartz and
Lellouch, 1967). This has apparently been more popular to the medical community
than the cost-benefit (CB) analysis which explicitly requires the conversion of health
outcome into monetary units. We discuss in Section 2.

2. Economic evaluation of health care. Here we briefly discuss the two types
of economic evaluations described in the literature (see Weinstein and Stason, 1977;
Warner and Luce 1982; Drummond et al., 1987; Gold et al., 1996b).

Cost effectiveness. The CE approach is currently the most popular method for
comparing the usefulness of two competing treatments for limited resources. A CE
analysis compares incremental cost and effectiveness of a new treatment with the
current treatment. Specifically, the ratio of interest is given by

G -G
= m—m

where H; is the health benefit of the jth treatment, typically measured in physical
units such as life years (LY) or measures of health related quality of life (HRQL)
such as quality adjusted life years (QALY) or heathy years equivalent (HYE), among
others. Cj is the associated cost of treatment j. So R quantifies the cost of a gain
in one unit of health benefit. If both AC = Cy — Cy and AH = H| — Hy are
positive then the decision rule is to select the new treatment 77 to replace Tg if
R < X, where the threshold value A is the maximum amount the decision maker is
willing to pay for 1 unit of effectiveness. On the other hand, if both are negative,
the decision rule is to select the new treatment 73 to replace Ty if R > A. If one is
negative and the other positive the decision rule is obvious.

Cost benefit. In a CB analysis, all quantities of interest are expressed in the same,
usually monetary, units. Since health benefit is the only quantity not already in
these units, this type of analysis depends on these benefits being converted into



money by eliciting individual marginal willingness to pay, typically using contingent
valuation methods. (see Johansson, 1995 and references there in). Once this has
been done it is possible to obtain utilities {U;} by adding and subtracting, and we
are in familiar territory. The treatment with the largest utility is selected.

There has been a lot of discussion on the merits and drawbacks to the use
of these two approaches (Donaldson, 1990; Johannesson and Jonsson, 1991; Pauly,
1995; Culyer and Evans, 1996). Our discussion is focused on the goal of the analysis:
to make a decision. In a CE analysis we only care how R compares with the choice
of A and in a CB analyis if U; > Uy. However, if AC and AH are both positive
and R < A then

Uy =AH, - Cy > Hg—-Cy = Up

which is the CB decision rule when A(= 1/g) is equal to the .individual marginal
willingness to pay per effectiveness unit. In fact, Phelps and Mushlin (1991) argue
that in these circumstances as far as decision making is concerned a CB and CE
analysis are mathematically equivalent. Both require a price per effectiveness unit
to be determined. Phelps and Mushlin (1991) say:

Each CE ratio implies a dollar value per QALY and therefore provides
the necessary information to conduct a straightforward CB analysis.
Resource allocation using CE methods requires or produces a value
of g that would in turn allow direct use of CB methods. Thus CE
and CB methods are indistinguishable when used for selecting among
competing treatments in a resource-scarce environment.

This reformulation of cost-effectiveness analysis has been called net health benefits
analysis (NHB) (see Claxton and Posnett 1996; Stinnett and Mullahy, 1998; and
Claxton, 1999). It differs from the traditional cost benefit formulation (where
benefits are valued according to individual willingness to pay) because the same
monetary valuation is applied to health benefits across all individuals. For further
discussion of this distinction, the circumstances when CE/NHB will lead to the
same decisions as CB and some of the equity implications of each approach, see
Garber et al. (1996); Weinstein and Manning (1997); and Garber and Phelps
(1997).
Based on the material in this section, the appropriate utility function to consider

is

Uj = g_lHj - Cj.
Since this utility function depends'on cost and effectiveness we obviously take 8; =
(Hj,C;) and construct the posterior distribution for #;. We collect information
about (Hj,Cj), derive the posterior distribution for [H;, Cj|data], from which we
obtain

Uj =g~ H; - Cj,
where Erj,éj are the posterior means. We choose the appropriate treatment de-
pending on the sign of A = Uy — Up. Information about # and C' is gathered via



the economic evaluation conducted alongside the clinical trial. Assigning a value
to g is more problematic. We discuss in Section 3.

Before proceeding to Section 3, we note that we can use this decision theoretic
approach to determine a starting dose. Essentially we replace the j indexing com-
peting treatments with a j indexing doses for a particular drug. The theory is the
same.

3. Quantifying the unknowns. In this section we consider the components of
C and H and the problem of detemining the value of g. There is substantial litera-
ture quantifying health benefits, particularly in the medical and medical statistics
literature, and so we do not discuss it here. In the context of this discussion the
quantification of health benefits can be done using some single dimensional physical
measures of effectiveness such as life years or some generic measure of health related
quality life (see Torrance 1986; The EuroQol Group 1990; Mehrez and Gafni, 1993;
Kaplan, 1995; and Gold et al., 1996a)

For a recent review of the use of QALYs and more generally Quality-of-Life
(QOL) measures, see Cox et al. (1992) and references cited in this paper. Trevor
Sheldon, in the discussion of the paper by Cox et al., says:

For individuals, collapsing QOL dimensions into a single score is rea-
sonable in that they can be involved in a practical decision analytic
exercise. The weighting will reflect individual preference sets in the
context of real treatment opinions. The results are not generalised to
others. However, economists, via the QALY, are developing a stan-
dardised, non-disease-specific instrument — a generic single-score out-
come measure which, when combined with cost data, can be used to
rank treatments for rationing.

First, we discuss which costs should be included in the utility function and second,
we discuss how to quantify g.

Quantifying costs. Quantifying costs associated with health care is not so well
documented and, not suprisingly, is concentrated in the health economic literature.
The fundamental question is exactly which costs should be included: arecent survey
and recommendations were given by the US Panel on cost-effectiveness analysis (see
Luce et al., 1996; Gold et al., 1996b). Aside from the direct cost of providing the
treatment; that is, the cost of the medication, administration, nursing etc., what
else should be included?

Which cost should be included depends on the perspective of the evaluation.
There are a number of possible perspectives which can be taken but here we focus
on two broad perspectives: that of a health care sector decision maker (either in
purchasing or providing care) and that of a society as a whole. The key distinction
is that in the former the budget for health care can be taken to be exogenously
determined where as in the later it is endogenous. We consider both because the
perspective of health care sector decision maker is most common in economic eval-
uations of health care technologies and the societal perspective (although less com-



mon) is the most appropriate when considering public policy decisions (see Gold et
al., 1996b) such as setting priorities in research and development and the efficient
regulation of new pharmaceuticals.

From the perspective of a health care sector decision maker the budget for
service provision is exogenous, so the costs should only include those which draw on
the specific budget at the time the decision is made to proceed with the treatment.
As far as the health care sector decision maker is concerned it is only the cost (from
the decision makers budget) of implementing a treatment which will influence the
decision. A discussion of methods for estimating these direct costs can be found in
Drummond (1987); Dranove (1995); and Luce et al. (1996).

Some authors argue that future related medical costs, arising as a consequence
of extending life, should also be included (see Weinstein and Manning, 1997; and
Garber and Phelps, 1997). Weinstein and Stason (1977) and Willems et al. (1980)
both discuss the inclusion of costs that patients would expect to incur as a result of
their lives being extended. As Weinstein (1995) points out “the implicit budget in
such analyses is the total expenditure on health care.” Russell (1986) argues that:

if the purpose of the analysis is ... to determine whether the program
is a good investment, only the costs of the preventive program should
be counted. Added years of life involve added expenditures for food,
clothes, and housing as well as medical care. None ... is relevant to
deciding whether the program is a good investment . ..

This suggests that costs arising after the completion of an epsiode of treatment
must be dealt with separately since the decision to treat or not to treat in the
future is still open. Costs should only incorporate those relevant to the present
decision, and not future costs for which no decision has yet been made to incur.

However if we take the perspective of society as a whole then not only do future
related medical costs become relevant to a societal decision maker but also all future
unrelated medical and non medical costs (for the current debate see Meltzer, 1997;
Garber and Phelps 1997; and Weinstien and Manning, 1997). Also, indirect costs
and benefits such as productivity losses and gains in the labour market, which are
irrelevant to the health care sector budget, are relevant to a societal decision maker.
Weinstein (1995) states:

from a societal perspective, indirect costs and benefits, that is, the
value of time spent or saved, can represent real resources forgone or
recovered. These costs and benefits are not relevant if the constrained
resource is health care cost- and are therefore excluded if the health
sector ... perspective is used.

Clearly the range of costs that are considered relevant is determined by the per-
spective adopted and whether the budget for health care is regarded as exogenous
or endogenous. Some of these issues, particularly including future costs, remain
controversial but will be resolved as the methodological and applied literature de-
velops.



Quantifying g. There are a number of approaches to establishing a value of g
that have been considered. We will concentrate on two ideas which we believe to
be consistent with the perspective of a health care sector decision maker facing an
exogenous budget constraint and a societal decision maker where the budget for
health care is endogenous.

An ezogenous budget constraint. The health care sector will be supporting a number
of programs and investing in a treatment for each program. If a rational approach
has been taken then the treatments and programs will maximise health benefits
within the budget constraint. Of all these treatments there will be the marginal
program, the program having the least cost-effective treatment currently supported.
If AH,AC > 0, and the riew treatment is going to be financed, then it is from the
marginal program that the necessary resources will be taken (assuming a fixed
budget). These resources will be found by selecting a less expensive alternative
treatment within the marginal program. If we denote the incremental cost-effective
ratio for these two treatments in the marginal program by Ays then it is obvious
that we would only proceed with the new treatment if AC/AH < Apr. Although
A > Apr we only need to know Apr to know whether we choose T or 7;. Even if we
knew X and AC/AH < A but AC’/AI_{ > Aps then the new treatment would not
be adopted because there would not be the motivation to finance the extra cost,
as no resources would be avaliable, unless the decision maker behaved irrationally.
Essentially, Ajr plays the role of A. This is the argument of Phelps and Mushlin
(1991), where 1/Aps can be regarded as the shadow price of the budget constraint
(see Stinnett and Paltiel, 1996).

According to Weinstein (1995), from the perspective of a health care sector
decision maker, this is “the most direct and theortically correct criterion for judging
the acceptability of a AC/AH ratio . ..the AC/AH ratio of the least cost-effective
funded program provides the standard against which competing uses of resources
must be measured.” Note, that as the budget is increased, the incremental CE ratio
of the marginal project will increase as more effective but more costly programmes
are adopted.

Basically, the idea is simple: is the incremental cost-effectiveness ratio of the
new treatment more acceptable than that of the marginal program? This provides
the threshold value of interest to the decision maker. Clearly, without full and
perfect information about existing programs the value of A will be uncertain and
will change over time (the budget and the performance of funded programs may
change). However what is required for decision making is the expected value of A
at the time the decision must be made. In this sense it seems reasonable to regard
it as a constant at the point that the decision must be made.

An endogenous budget constraint. The above ideas assume the new treatment is
going to be funded from the decision makers exisiting constrained budget. It may
be that this is not the case and funds will be available from other sources, such
as other public services. From a societal perspective, there is no reason to regard



existing budgets for health care as fixed. The question now is how much is society
willing to give up for an additional year of life or the societal willingness to pay?
In these circumstances the value of g is the normative choice of a social decision
maker rather then a positive empirical question. The budget is now endogenous
because all programs which have positive NHB will be funded and the budget will
be increased until the NHB of the marginal project is equal to zero. Although an
analyst may not know with certainty which value of g will be chosen it will not
be uncertain to the societal decision maker. We suggest that analysis is conducted
conditional on a range of values of g. It is then the task of societal decision makers
to make a normative choice of which value of ¢ is acceptable. In practice generally
agreed fixed prices are often used ($50,000 per life year in the US).

Whatever view is taken concerning the appropriate characterisation of g, it is
clear that a price per effectiveness unit must be assigned implicitly or explicitly
(Weinstein and Zeckhauser, 1972; Phelps and Mushlin, 1988; Stinnett and Paltiel,
1996). That is, even if no g is designated and a decision maker thinks they have
avoided the problem of assigning such a value, one must be able to investigate the
decision and imply a value of g. Surely, it is more desirable to acknowledge the
existence of ¢ and tackle the problem ‘head-on’ rather than try and side-step the
issue.

4. Relation to previous work. The influential paper of Spiegelhalter et al.
(1994), from now on SFP, is our main source of reference and starting point for this
section. The main aim of the paper by SFP was to promote the Bayesian approach
to randomised clinical trials, as an alternative to the classical significance test of
the null hypothesis and p-values.

Let Hy be a parameter associated with treatment Ty and H; a parameter asso-
ciated with treatment 77, where Hi — Hy measures a difference of interest between
the two treatments. This difference will most likely be quantified in terms of health
benefit. The classical null hypothesis is Hy : 6 = 0, where § = H1 — Ho = AH. The
approach of SFP is to construct a posterior distribution for §, and to use this to in-
vestigate the usefulness of the treatments, by comparing the posterior distribution
with a range of equivalence (Freedman, 1984). This range of equivalence consists of
a specified range (6r,6s). If 6§ < &; then T is regarded as inferior to Ty, whereas,
if § > 65, then T3 is regarded as superior to Ty. If §; < § < §s then the treatments
are regarded as equivalent, and according to SFP “we would be unable to make a
definitive choice of treatment”, presumably remaining with Tj.

Some guidelines for the construction of this range are provided by Freedman et
al. (1984), Armitage (1989) and Fleming and Watelet (1989). It is clear, as SFP
point out

Treatments may be so unequal in their costs, in toxicity, inconvenience
or monetary costs, that it is commonly accepted that the more costly
treatment will be required to achieve at least a certain margin of benefit
81, before it can even be considered.



Obviously, since § is unknown, the posterior for § is used to ascertain the relevant
probabilities of § being in a particular region relative to the range of equivalence.
According to SFP, the monitoring of the trial involves making decisions based
on the posterior probabilities P(§ < 6r), P(ér < § < 6s) and P(6 > bg). If
P(6 > bgs|data) > 1 — € then the decision is made to go with the new treatment
Ty and if P(6 < ér|data) > 1 — € then the decision is made to stay with the old
treatment Ty. Otherwise, the decision is to continue with randomisation. But what
should € be? SFP provide the following quote:

We are reluctant to express a firm opinion about what this critical
size € should be, since the choice should, in principle anyway, be made
from decision theoretic considerations of expected utility. But we have
already said that this is unrealisitic, and so we are left with the con-
ventional bench-marks such as 2.5% and 5%.

This does seem somewhat unsatisfactory.
SFP think the ‘correct’ procedure of using decision theoretic considerations of
maximising expected utility as unrealistic:

Although there have been many attempts to place clinical trials within
such a decision theoretic framework, in our formulation we specifically
do not include utility assessments. Qur reason is that when a decision is
whether or not to discontinue the trial, coupled with whether or not to
recommend one treatment in preference to the other, the consequences
of any particular course of action are so uncertain that they make the
meaningful specification of utilities rather speculative.

Berry (1994) disagrees:

I disagree that a decision theoretic approach using utilities is unrealistic
in clinical trials .. .speculation and assessing uncertainty are the stuff
of the Bayesian approach. In deciding whether to stop a trial the
authors spurn utilities and are left with conventional benchmarks such
as 2.5% and 5%. In my view, deciding when to stop a trial requires
considering why we are running it in the first place, and this means
assessing utilities.

Lindley (1994) adds:

It must be recognised that clinical trials are not there for inference
but to reach a decision ... expected utility is realistic and, indeed,
necessary. It is only by using expected utility that we can be sure that
our actions will fit together sensibly.

In fact, the two decisions referred to by SFP can be dealt with separately. If we
agree to continue with randomisation then we do not need to suggest a treatment
preference — we continue with randomisation. It is only when we decide not to



continue with the trial that we need to indicate treatment preference, which we
have already discussed.

The problem of establishing a range of equivalence can be compared to the
problem of finding g. Incidentally, Freedman (1984) uses a procedure of ‘iterative
questioning’ of clinicians to establish the range of equivalence. However, in spite
of a range of equivalence, the SFP decision rule is to choose T} if AH > 65. Our
decision rule is to choose T1 if AH > gAC. Regardless of how we implement
these decision rules in the light of uncertainty, the connection between 85 and g is
apparent:

g =65/AC.

If SFP provide é5 then evaluation of AC provides a value for g.

Our evaluation of health benefit will allow comparison across diseases. The
problem of using a measure of benefit which is not comparable across diseases is
that even if the new treatment has improved benefit, but is more expensive, where
are the necessary finances going to come from to fund the extra cost? If the budget
is fixed, money must come from an alternative program and necessarily one must
then make comparisons across diseases; and have a measure of benefit which allows
this.

5. Continuing with the trial. Knowing when to stop a trial is crucial. According
to our approach, once the decision has been taken to stop the trial, then the choice
of preferred treatment is the one with maximum expected utility at this point of
termination. Before looking at the problem, we consider why the trial is being
conducted in the first place.

A clinical trial, combined with an economic evaluation of health care, is carried
out because it is thought that the costs of the trial will not exceed the benefits (in
monetary terms) of discovering the new treatment is more cost effective than the
old. That is, the benefits gained by changing are greater than the loss incurred by
running the trial. Let us formalise this with the use of utilities.

The benefit in not conducting a trial and staying with the old treatment is
simply NU;, where N is the population size, that can benefit from information
generated by a trial. N can be calculated by considering the incident rate of the
disease, the effective lifetime of the treatment(s) and the discount rate applied
to health benefits. The benefit of running a trial on a sample of size n is given,
initially, by n(Ug 4+ U1)/2, assuming 50% randomisation (for a discussion of optimal
allocation in a fixed sample design see Claxton, 1999a). The cost of the trial is
denoted by C,. After the trial is completed, the remaining N — n members of
the population will provide benefit Uy each, if A(n) < 0, and provide U; each, if
A(n) > 0. Here A(n) = n7}(A; + -+ A,), where A;,...,A, are iid copies of
A = Uy — Uy. Therefore, the gain in conducting a trial of size n is given by

Uy = n(Us + U1)/2 = Cp + (N — 1) [UpI(A(n) < 0) + U I(A(n) > 0)] = NUp.

If we take A ~ N{(uo, 02) a priori, where A/ denotes a Normal density, then, noting
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that Uy + A = Uy, we have
E(Up) =npo/2— Cp + (N —n)E[AI{A(n) > 0)].

If we further assume

A, ~ N(A, ¢2),
then
AlA(n) ~ N (pn, 02),
where
_ pod® + nA(n)og
e ¢ + no?
and
2 _ ‘1’2‘75

ol = —— .
" ¢2+n03

Then F [AI(A(n) > 0)] is given by

pod* +nog Lpo, o0)
$2 + no

)

where

1

oV2T S0

Ly, o) = zexp {—0.5(z — p)*/o?} de.
According to prior beliefs, it is coherent to conduct a trial of size n if E(if,) > 0.
Obviously, as information is collected, beliefs will change and so it is necessary to
monitor results, checking whether the updated beliefs are compatible with contin-
uing the trial.

We can work this out in the most general terms. Suppose that m observations
have been made; that is, we have seen Ay, ..., A,,. The expected gain in continuing
the trial for a further n observations is given by

m 2 2L m m\
E(Unm):n,um/2~C'n+(N—m—n){'u "+ o L(m, @ "}.

$2+ no2,

This will provide the decision whether to continue the trial or not. See also Claxton
and Posnett (1996) and Claxton (1999a).

Clearly different perspectives embody different objectives and constraints (util-
ity functions) which in practice will lead to different decision about adoption of a
technology and conducting a trial. From a societal perspective this represents a
failure of markets, incentives and regulation to achieve socially desirable outcome.
One reason for this apparent failure is that research in general and the information
generated by a clinical trial in particular is non-rival (once it is produced it can be
used by all at no additional cost) and has public good characteristics (see Culyer,
1999). This means that lower level decision makers will underestimate the value of
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research (conducting and continuing a trial) to society as a whole and the amount
of research conducted will be less than socially optimal. In these circumstances it
is appropriate to take a societal perspective when considering public policy issues
such as the regulation of new pharmaceuticals and setting priorities in publicly
funded research.

For example, a pharmaceutical company funds a trial to establish a new treat-
ment on the market and benefits from the sale of the treamtent to the health care
sector. The funding of a trial is a ‘gamble’ taken by the pharmaceutical company.
It pays out the cost of the trial with the ‘chance’ of reaping the sales if the treat-
ment gets on the market. This depends on the criterion by which a new treatment
can get on the market. This is the ‘chance’ referred to: the result is unkown prior
to the decision to conduct the trial. If equivalence with the current treatment is all
that is required, the risk of failure might be small and the gamble seen as a good
one.

However, once on the market, the new treatment still needs to be purchased
in sufficient quantities. For this, the new treatment might have to be shown to
be ‘better’ than the current treatment (see Backhouse, 1998). ‘Better’ could mean
more cost-effective, according to the utility function of those purchasing the new
drug. The pharmaceutical company might have been happy about demonstrating
equivalence (and paying for this), but not for demonstrating improved cost effec-
tiveness, which might be seen as too risky a gamble to make. This is where the
health care sector or societal decision maker can intervene in two ways: firstly, they
could make a coherent decision to fund a trial, after a pharmaceutical company
has got the new treatment on the market. This is precisely the role of some as-
pects of the NHS Health Technology Assessment Program and some MRC funded
trials. Therefore, the pharmaceutical company funds an equivalence trial, with a
view to getting the treatment accepted, and, on the success of this, the health care
sector funds a cost-effectiveness study. If not, they simply remain with the current
treatment.

Alternatively, a societal decision maker could consider adopting regulations
which would require evidence of cost-effectiveness, rather then simply equivalence,
before the approval of a new drug (the Australian guidelines are an example of
such an approach). However all current regulatory regimes can be described as
arbitrary for three reasons. Firstly the standard of demonstrating efficacy or even
cost-effectiveness at arbitrarily selected levels of significance and power relies on a
traditional power calculation which excludes the marginal cost of sampling and im-
plicitly places an infinite value on the benefits of sample information (see Claxton
and Posnett, 1996). This leads to either unbounded or arbitrary sample sizes, con-
sequently regulation based on this calculation demands either infinite or arbitrary
amounts of information (see Claxton, 1999b). Secondly, the type of information
demanded by regulatory regimens is not directly relevant to the decisions of “a
formulary committee or similar entity ... [or in] the selection of drugs for managed
care or other similar organisation” (Section 114, Food and Drug Administration
Modernization and Accountability Act of 1997). Useful information for decision
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making should take the form prlhypothesis|data] but the information provided by
a traditional frequentist clinical trial takes the form pr[datalhypothesis] which by
itself provides little useful information to decision makers. Finally any regulatory
regimen that demands the same standards of evidence in all circumstance and across
all technologies irrespective of any evidence already available, the size of the patient
population that could benefit from the new technology, and the costs of gathering
more information simply cannot be efficient. These issues seem to be recognised
in the more recent US Food and Drug Administration legislation (see FDA Mod-
ernization and Accountability Act 1997; and FDA Prescription Drug User Fee Act
1997), and a definition of competent and reliable evidence which references the
Federal Trade Comumissions standards (1984):

... a reasonable basis [for a claim of cost-effectiveness] depends ... on
a number of factors relevant to the benefits and costs of substantiating
a particular claim. These factors include: the type of product, the
consequences of a false claim, the benefits of a truthful claim, the costs
of developing substantiation for the claim ...

This standard of evidence requires explicit consideration of the marginal ben-
efits and costs of acquiring additional information but no method for estimating
these costs and benefits has been suggested. The approach outlined in this paper
does provide such a method and a framework which can define a claim as ”sub-
stantiated” and evidence as ”competent and reliable” when it is not efficient to
gather any more information. Efficient regulation would demand more information
for some new technologies as compared to others and require different amounts of
information for the same technology in different circumstances (for some stylised ex-
amples see Claxton, 1999b). The appropriate role of regulatory authorities should
be to police the prior information which is explicitly used in this type analysis
and implicity used in the classical approach (see Berger and Berry, 1988). The
consequences of the existing arbitrary regulation will be distorted research and de-
velopment priorities, inappropriate approval decisions and less than optimal flow
of phamacoeconomic information. All of which will have tangible costs in terms of
health gains forgone. These issues seem to be recognised by regulatory agencies and
Bayesian decision theory provides the practical tools to implement a more rational
approach.

The approach outlined in this paper can provide an estimate of the expected
net benefits of proposed research before sample information is collected. This can
be used to prioritise proposed research (which have a high expected net benefit)
within a clinical area and allocate research and development resources between
broad areas of clinical research, as well as considering the allocation of resources
between health care provision and research and development (see Claxton, 1996).
Currently complete applications of this approach are limited but it has been applied
to a policy model of Alzheimers disease (Claxton et al., 1998). The purpose of this
analysis was to inform the decision as to whether an additional clinical trial would
be worth while, if so whether a longer follow-up (the existing trial was 24 weeks)
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would be required and also which endpoints (costs and HRQL) should be included
in the design. It was found the value of perfect information (the maximum value of a
trial) for the decision to adopt this new technology (Donepezil) was in the region of
$160 million for the US population and that information about efficacy duration (a
longer follow-up) was valued at $130 million. The value of additional information
about indirect and direct costs, and health related quality of life measures was
substantially lower (less than $10 million). This prior analysis does start to inform
important policy issues and subsequent work will estimate the value of sample
information using different trial designs. Fenwick et al. (1999) also presented an
analysis of diagnostic and treatment strategies for urinary tract infection. She
considered the value of additional information associated with each parameter in a
decision analytic model and considered the value of information surrounding each
of the many possible strategies of diagnosis and treatment. This work continues
and it is hoped that it will inform (at least in retrospect) the decision of the NHS
Health Technology Assessment Program to call for a clinical trial in this area in
1998. The practical issues which arise when implementing this approach are not
insurmountable and if in the process of application the analysis does become “rather
speculative” it will simply reflect the fact that (currently) there may be limited
information about important parameters that cannot be ignored when decisions
must be made. The solution to this problem is to acquire more information about
these parameters (where that is efficient) rather than adopt methods which exclude
these important uncertainties.

6. Discussion. In this paper we have argued that explicit monetary valuation
of health care is an essential and unavoidable procedure in the cost-effective com-
parison of a new treatment with current practice. The shadow price of the budget
constraint determines which of the alternatives will be regarded as cost-effective
and establishes the key parameter g. The value of this crucial parameter should
not be abdicated to the vagaries of uninformed, ad hoc or implicit judgements. We
have suggested other approaches make such an evaluation implicitly. Reasons why
decision theoretic approaches have been rejected in the past have been primarily
due to the problem of the explicit valuation of g. However, if the budget for service
prevision is fixed then the shadow price of the budget constraint is also fixed al-
lowing health outcome to be rescaled into monetary units. If a societal perspective
is taken then the budget for health care is endogenous and A represents societies
marginal willingness to pay for improvements in health outcome. Which ever view
is taken it is clear that the value of A can and should be made explicit.

The measure of NHB presented are based on a particular objective or social
welfare function which may be judged inappropriate and consequently the measures
of NHB may be regarded as incomplete. However, if there are equity issues which
need to be incorporated they can be made explicit with appropriate adjustments
to the measure of outcome (Deber and Goel, 1990). Similarly, on the issue of the
safety of a new technology, if there is particular concern for rare but catastrophic
events, then these undesirable outcomes should be given appropriate weight in
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the calculation of expected net benefits. If decision makers wish to adopt some
type of voting rule then the decision may focus on the median rather than the
mean net benefits and the treatment which benefits the greatest number could be
adopted Attitudes to risk can be incorporated in the measures of outcome but
if we wish to incorporate the fact that some individuals preferences violate the
axioms of expected utility theory then prospect theory or some notion of regret
(Loomes and Sugden, 1982) can be used in the measure of health benefits. It is not
necessary to take a position on the appropriate social welfare function; different
definitions of need; the normative content of expected utility theory; or the best
way to incorporate important and legitimate equity concerns (although it is worth
noting that they will all have implications for the measures of outcome and the
design of studies not just their interpretation) only to note that these issues do not
change the fundamental point that inference is irrelevant and decisions need to be
made.

The framework for decision making outlined in this paper can distinguish the
simultaneous but conceptually separate steps of deciding which alternatives should
be chosen, given existing information, from the question of whether more infor-
mation should be acquired. It mirrors the sequential nature of decision making:
making an initial decision; deciding to gather evidence; revising decisions in the
light of this new information; and again considering whether more information is
required. It also ensures that the type of information acquired (research) is driven
by the objectives of the health care system. This approach to the value of informa-
tion means that clinical research can be designed and research priorities can be set
in a way which is consistent with the objectives of health service provision and the
resource constraint faced by clinicians and society as a whole.
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